Chi squared test for independence.
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_~fo—f)* where f, is an observed frequency
Xeate —ZT and f, is an expected frequency.
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Consider the contingency table:

a Construct an expected frequency table.
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Caloulate x2,;, by copying
and completing this table:
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FORMAL TEST FOR INDEPENDENCE
‘We have seen that a small value of x? indicates that two variables are independent, while a large value
of x? indicates that the variables are not independent.
‘We will now consider a more formal test which determines how large X must be for us to conclude the
variables are not independent. This is known as the critieal value of x*
The critical value of x? depends on:

o the size of the contingency wble, measured by degrees of freedom

o the significance level used.
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SIGNIFICANCE LEVEL

Asthe x? value gets larger, it becomes increasingly unlikely that the variables involved are independent,
‘The significance level indicates the minimum acceptable probability that the variables are independent.

‘We usually use either 10%, 5%, or 1% for the significance level.

For a given significance level and degrees of freedom, the
table alongside gives the eritical value of x?, above which
we conclude the variables are not independent

For example, at a 5% significance level with df = 1, the
critical value is 3.84. This means that at a 5% significance
level, the departure between the observed and expected
values is too great if x%,;, > 384

Likewise, at a 1% significance level with df = 7, the
departure between the observed and expected values is too
reatif X2, > 18.48





